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The last five years have seen a tremendous growth in on-
line search, advertising and gaming services. Today, it is
extremely important to analyse large collections of user in-
teraction data as a first step in building predictive models
for these services. These collections pose challenges not only
in their size—often exceeding tera-bytes (TB) of data—but
also in their heterogeneity. We report on two applications
of large scale data analysis performed at Microsoft Research
and how data analysis guided model development:

1. We present the unique challenges involved in building a
new advertisement ranking algorithm for Paid Search.
To guide the modelling task, we developed a tool-chain
which allows the storage and querying of weeks of click-
through data from raw logs. In this task, we managed
more than 3 billion advertisement impressions occupy-
ing more than 1 TB of information. Ultimately, we
were able to answer within minutes questions about
the empirical dependency of the click-through rate on
user features such as client IP and advertisement fea-
tures such as match type. Central to this task was the
development of a very fast object-relational mapping
for converting data between the F# [3] type systems
and the SQL type-system in order to build a data store
of click-through meta-information about users and ad-
vertisements. This tool-chain guided the development
of features for training a Bayesian click-through es-
timation algorithm based on expectation propagation
[2]. We discuss how systems issues such as memory
consumption and algorithmic performance influenced
the modelling process. We also discuss the issue of sci-
entific programming languages capable of dealing with
CPU intensive task while allowing rapid prototyping
and give a quick overview of F#, a functional pro-
gramming language ideally suited for this task.

2. We share some insights gained in the context of the
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data analysis and modelling tasks that went into the
development of Halo 3’s online ranking and matchmak-
ing algorithm. Halo is a series of first person shooter
games and constitutes one of the most successful se-
ries in the history of gaming. At its core, Halo 3 uses
the well-known Bayesian TrueSkill ranking and match-
making system [1]. Before its launch, we performed
thousands of simulations of ranking behaviour on over
3 million players varying two parameters:

(a) Speed of convergence. The convergence of the
original TrueSkill system is close to optimal but
this fast initial convergence is counter-intuitive to
gamers and can lead to a rejection of this system.

(b) Skill-level display. During matchmaking, waiting
time and tightness of the match are in opposi-
tion. By re-mapping the skill level display, match-
making can be greatly helped to minimise waiting
time while constructing seemingly tight matches.

We also discuss the limitations of this simulation and
present results on how the running online part of the
game today compares with the results of the simula-
tions. As of today, over 800,000 unique players play
over 2 million Halo 3 matches every 24 hours.
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